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Abstract

This study identified the saliernt problens invol ved inthe anal ysis of the full backga mnon
gane especially wthrespect tothe nano backgammon andinthis connection constructed an
appropriate distance measure of closeness to wnning generated associaed recurrence
equation fromstate to state and devised an optimal strategy to nmaxi mze the probability of
Wi nni ng over finite number of stages for the players. This was wtha viewto providing a
unified anal ysis of a uni que version of the nano backga mmon gane.

Having idertified the probdlemas anenable to dynamc programmng nethodol ogy, t wo
distance neasure criteria namely Euclidean and a particdar Mnkowski with p = 0.5 were
adopted by t wo players (player I and player Il) indeter mningthe rational nove nent of the
checkers onthe board as driven by throws of a fair die. For illustrative purpose, si mulation
runs of the nodified nano backga mnon ga ne played by different starting players, at different
starting states (167257 and 027127) using different strategies were presented The proble mof
maxi mzation was considered using a generated recurrence equation to obtainthe opti nal
sd uion viathe dynamc programni ngtechnique. The tata duration of time to wn, nunber
of wins and proportion of wns by the t wo players anong other factors, were noted Two
hypat heses were for mul ated andt he proportion of wi ns by player | was testedat 0.051evel of
significance usingthe t-test statistic. As an alternative, a hypathesis was for mulated and t he
relative dependence of duration of ti me to win on starting states, starting players, w nning
players and criteria were tested a 0. 01 significant level usingthe 2 test staistic

For the different starting states 167257 and 027127, the tatal duration of ti ne before
concl usion of the ganme depended on who played first usingthe Euclidean distance measure
criterion In contrast, while wththe starting state 167257, the tatal duration of ti ne before
concl usion of the gane appeared not to depend on who started the game if the particuar
M nkowski distance neasure criterion was applied This was not the case wththe starting
state 027127. The study also noted that, wth respect tothe starting states considered the
proportion of wns by player I did not depend on who played first using the particul ar

M nkowski distance neasure criterion but wth Euclidean distance neasure criterion It



depended on who played first. In addition the duration of ti me to w n depended on starting
state starting player and wi nning player a 0 01 significant level.

The study concl udedt hat t here was si gnificant associ ation of the duration of ti netofirst win
and chance of wnning with starting state, starting player and w nning player for a specific

distance neasure criterion.

Keywords: . Mdified nand/ Backgamnmor/ Board gane/ Minkows ki
Superwvisor: Prof. T O Obilade
Nu mber of pages: xviii, 389p



il OBAFEMI AWOLOWO

. r UNIVERSITY 1

Chapter 1

I NTRODUCTI ON

Thisthesisis concerned withthe anal ysis of strategiesinvol vedinthe process of playing a
modified version of nano backgamnon board gane. Nano backgamnon gane itself, is a
si nplified version of backga mmon— one of our ol dest ganes. The specific techni que applied
here is sequential and has to do with Dynamc Programm ng or Miltistage Programni ng.
We begin by discussing dynamc programning, gane theory as well asthe backga mmon

gane.

11 Introductionto Dynamc Programm ng

The ter m“dyna m ¢ programm ng”, accordingto Denardo (2003), was originally usedinthe
1940s by R chard Bell manto describe the process of solving problens where one needsto
find the best decisions one after another. By 1953 he refinedthistothe modern neaning,

referring specificall yto nesting s maller decision problens inside larger decisions, and the
fiddd was thereafter recognized by the Institue of Hectrical and Hectronic Engineering
(IEEE), as a systemanalysis and engineeringtopic. Accordingto Powell (2012), Rchard
Bell nanin 1957 published his semnal volune that laid out asi nple and elegant nmodel and
algorithmc strategy for saving sequertial stochastic opti mzation problems. This problem
can be stated as one of findinga policy #: s —A that nmaps a discretestates € Stoan action
a € A generaing a contribution (0(s,d). The systemthen evolves to a newstate sO wth

probability p(s9s,a). If s) isthe val ue of beingin staes, then Bell man showed that

acA

V(s) = max(C(s,a) + v Z P(S’|S~ G-)V(Sf))
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where y is a discount factor. This is known as the Bell man’s equation (also called the
dyna m ¢ programm ng equation) named after its discoverer, Rchard Bellman. Itisa central

resut of dynamc programmi ng which restates an opti mzation proble minrecursive form

12 Dynamc Programm ng.

Often, decision- maki ng process i nvol ves several decisionsto betakenat different ti nes. For
instance, problens of inventory contrad, eval uation of invest nent opportunities, longter m
corporate planning and so on, require sequentia decision- naking The rmathe matical
technique of opti mzng such a sequence of interrelated decisions over a period of ti ne is
called dynamc programni ng.

An exanple of a dynamc programm ng proble mis gven as fdlows, (Chinneck 2010):

“An enterprising young statistician believes that she has devel oped a syste mfor w nning a
popular Las Vegas gane. Her colleagues do not believethat her syste mworks, sothey have
made alarge bet wth her that if she starts wth three chips, she wll not have at least five
chips after three plays of the game. Each play of the gamne invol ves betting any desired
nunber of available chips and then either wnning or losing this nunber of chips. This
statistician believes that her systemwll give her a probability%of W nning a given play of
the gane. The decision at each play shoul dtake int o account the results of earlier plays and
the objective isto naxi mze the probability of wnning her bet wth her coleagues”.

A dynamc programning soluion can be for mulated for this problemto deter mne her
opti mal policy regarding how many chips to bet (if any) at each of the three plays of the

gane.

Dynamc programning can be defined as a mathenatical procedure designed pri marily to

i nprove the conputational efficiency of certain mathematical programming problens by

deconposing theminto snaller, and hence computationally si npler, subproblens. It is a very

powerful a gorithmparadigmin which a proble mis sd ved by identifying acollection of
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